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>~ Inner product of vectors

(z,y) ="y

— 1:1+ 21+ 31+ 41+51
1 2 3 4 5 _ 1
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“» Matrix-Vector Multiplication
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A: m X n matrix

n
y = Ax, yfziaww,z:L”wm.
=1

for i=1:m

X — - = =
y(1)=0; y — T
for j=1:n =
y=y@+aG, PG (<) T T~ 7 )|
end X - - - l

end
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%> Matrix-Vector Multiplication
A: m x n matrix y = Ax, yizz:a,;jxj, 1=1,...,m.
j=1
for i=1:m
y(1)=0; 1 T T T T\ [x
end I [ L A A N N I
for j=1:n | | | | | %
for i=1:m
y(1)=y(1)+A(i,j)*x(j); l bbbl X
end

end
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%/ Matrix-Vector Multiplication

A: m x n matrix y = Az, yi:Zaijaf;j, i=1,...,m.
j=1
for i=1:m
y(1)=0; y(1:m)=0;
end for j=1:n
for j=1:n y(1:m)=y(1:m)+A(1:m, j)*x(j);
for i=1:m end

y(1)=y(L)+A(1i,j)*x(j);
end
end
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" Matrix-Matrix Multiplication

R™*" 3 (C = AB = (Cij),

k
Cij = E aisbsj, izl,...,m, jzl,...,n.
s=1
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" Matrix-Matrix Multiplication

for i=1:m
for j=1:n
for s=1:k
C(i,j)=C(i,j)+A(i,s)*B(s,j)
end
end
end
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" Matrix-Matrix Multiplication

for i=1:m
for j=1:n
for s=1:k
C(i,j)=C(i,j)+A(di,s)*B(s,])
end
end
end

Inner product version of the code:

for i=1:m

for j=1:n
C(i,j)=A(i,1:k)*B(1:k,]j)
end

end
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" Matrix-Matrix Multiplication — general form

for
for
for ...
C(i,j)=C(i,j)+A(i,s)*B(s,j)
end
end

end
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b% Matrix-Matrix product: column-oriented

~ (SAXPY)

for j=1:n
for s=1:k
C(1:m,j)=C(1:m,j)+A(1:m,s)*B(s,]j)
end
end
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(z,y) ="y
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- \fector Norms

* The size of a vector

n
|l =" |wil, 1-nomm,
1=1

n
Z z?, Euclidean norm (2-norm),

1=1

Iz =
|||l = max |z;|, max-norm.

1<i<n

* General p-norm

n 1/p
[z, = (Z fcilp)

1=1
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-~ Properties of vector norm

* Vector norm is a mapping from R" 2> R

|2 || > 0 for all x,
|z | = 0 if and only if 2 = 0,

laz| = laf [z, « € R,

lz+y|| <|z]|+]|y], the triangle inequality.
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Use norm for error approximation

* Absolute error

|0zl = [z — |

* Relative error
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* In afinite dimensional vector space all vector norms are equivalent in
the sense that for any two norms || - |l, and [l - [l there exist constants m
and M such that:

mllzlle < |zl < Mz ||q
* Example (x € R"):

|zl <llzl < Vnlz]2
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Cosine similarity

e Cosine of the angle between two vectors:

T
-y
cosf(x,y) =
[z 2 [y ll2
* What if vectors are orthogonal? y

P

sin 0 1

o/ 0
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Matrix Norms

3
4

e Let ||.|| be a vector norm, the corresponding matrix norm
is defined as:
Ax
PyE————2
20 || |]

* Matrix norm satisfies (for & € R):

| A|l > 0 for all A,
| Al =0 if and only if A =0,
laAl = laf | Afl, o € R,
|A+ B < | Al +[ B, the triangle inequality.
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Proposition 2.1. Let || - || denote a vector norm and the corresponding matriz
norm. Then

[ Az || < [[ A {2
IAB < [l A Bl
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* Matrix 2-norm (matrix as an operator)
* (square root of largest eigenvalue of A'A)

1/2
| Al = (max )\@-(ATA))

1<:<n

* Matrix 1-norm

1<j<n

m
| Ay = max Y |ag]
=1

e Matrix inf-norm
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* Frobenius matrix norm
* matrix as a point of space of dimension mn

Ml = 323

| AllF = tr(A"A)

* Trace of matrix B = sum of diagonal elements

n

tI‘(B) = Z bm

1=1
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-" Linear Independence: Bases

Given a set of vectors (v;)7_; in R™, m > n,

n
span(vy,ve, ..., Uy) = {y |y = Za‘j"’j}
j=1

The vectors (v;)7_; are called linearly independent

Z?zlaj'vj =0 if and only if a; =0 for j =1,2,...,n.
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Proposition 2.2. Assume that the vectors (v;)7_; are linearly dependent.

Then some v, can be written as linear combinations of the rest,

Uk = D iz Piv;
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" Rank of Matrix

* Maximum number of linearly independent column
vectors
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* Proposition 2.3. An outer product matrix xy',
where x and y are vectors in R", has rank 1.

B

2y
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Nonsingular matrix

* A square matrix AeR™ ™ with rank n
* Has an inverse A~1! satisfying

A71A =441 =1

If we multiply linearly independent vectors by a nonsingular
matrix, then the vectors remain linearly independent.
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Proposition 2.4. Assume that the vectors vy,...,v, are linearly independent.
Then for any nonsingular matriz T', the vectors Tvy,...,Tv, are linearly indepen-
dent.

Proof. Obviously 377, a;v; = 0 if and only if 7% «;Tv; = 0 (since we can
multiply any of the equations by 7" or T~ 1). Therefore the statement follows. 0O
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" Weather prediction example

today
sunny cloudy rainy
tomorrow | sunny 0.4 0.3 0.1
cloudy 0.4 0.3 0.6
rainy 0.2 0.4 0.3

If today is cloudy, what is the probability that tomorrow is:
Cloudy?

Sunny?
Rainy?
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" Weather prediction example

today
sunny cloudy rainy
tomorrow | sunny 0.4 0.3 0.1
cloudy 0.4 0.3 0.6
rainy 0.2 0.4 0.3

If today is cloudy, what is the probability that tomorrow is:

Cloudy? 0.3
Sunny? 0.3
Rainy? 0.4
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If today is cloudy, what is the probability that the day after tomorrow is:

" Weather prediction example

today
sunny cloudy rainy
tomorrow | sunny 0.4 0.3 0.1
cloudy 0.4 0.3 0.6
rainy 0.2 0.4 0.3

Cloudy?

Sunny?
Rainy?
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- Any Question?



