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Overview  

We learned to solve a system of linear equations

Solved Least Square problem (using normal 
equations)

Some review on elementary linear algebra

Change of basis
Is it possible to define a new coordinate system?
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What are the axis like? 
Why we need to change the basis? 
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Vector spaces
Chapter 4 of book “elementary linear algebra”

4



Vectors in plane

• A vector is represented by a directed line segment 
• initial point at the origin 

• terminal point at (x1, x2),
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Examples of vectors in ℝ𝟑
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Adding two Vectors
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Properties of vector operations in ℝ𝟐
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Vectors in ℝ𝒏
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Properties of Vector Addition and

Scalar Multiplication in ℝ𝒏
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Linear Combination of Vectors

• 𝑎1 = (−1, −2, −2), 𝑎2 = (0, 1, 4), 𝑎3 = (−1, 1, 2)

• Linear combination of 𝑎1, 𝑎2 and 𝑎3 (𝑥1, 𝑥2, 𝑥3 ∈ ℝ)

𝑧 = 𝑥1𝑎1 + 𝑥2𝑎2 +𝑥3 𝑎3

• For 𝑥1 = 1, 𝑥2 = 2, 𝑥3 = −1

𝑧 = 𝑎1 + 2𝑎2 − 𝑎3
𝑧 = (0,−1,4)
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Definition of a vector space

• We reviewed Properties of Vector Addition and
Scalar Multiplication in ℝ𝒏

• Any set that satisfies these properties (or axioms) is 
called a vector space, and the objects in the set are 
vectors. 
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A vector space consists of four entities: a set of vectors, a set of scalars, 
and two operations. 
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Examples 

• The set of all ordered pairs of real numbers ℝ𝟐 with the 
standard operations is a vector space. 

• v = (v1, v2) 

• The set of all ordered pairs of real numbers ℝ𝒏 with the 
standard operations is a vector space. 

• v = (v1, v2, v3, . . . , vn) 

• The set of all 2 × 3 matrices with the operations of matrix 
addition and scalar multiplication 
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Why it is useful to define vector spaces?
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Examples of what is not a vector space

• The set of integers
• ½  * 1 = ½ (not an integer)

• The set of second-degree polynomials
• X2 + (1+x-x2) = 1+x (first degree)
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The set W = {(x1, 0, x3): x1 and x3 are real numbers} is a subspace of R3
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• Determine whether each subset is a subspace of R2. 

• The set of points on the line x + 2y = 0 

v1 = (−2t1, t1) and v2 = (−2t2, t2) 

v1 +v2 =(−2t1,t1)+(−2t2,t2)=(−2(t1 +t2),t1 +t2)=(−2t3,t3) 

• The set of points on the line x + 2y = 1 

This subset of R2 is not a subspace of R2 because every subspace must 
contain the zero vector (0, 0), which is not on the line x + 2y = 1. 
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Spanning sets 
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Spanning sets 

Example:
S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} spans R3 because any vector u = (u1, u2, u3) in R3 can 
be written as 

u = u1(1, 0, 0) + u2(0, 1, 0) + u3(0, 0, 1) = (u1, u2, u3).

23



Example 

S = {(1, 2, 3), (0, 1, 2), (−1, 0, 1)} 

• does not span R3 because w = (1, −2, 2) is in R3 and cannot 
be expressed as a linear combination of the vectors in S. 
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Example 

• Show that the set S = {(1, 2, 3), (0, 1, 2), (−2, 0, 1)} 
spans R3.
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Example 

• Show that the set S = {(1, 2, 3), (0, 1, 2), (−2, 0, 1)} 
spans R3.

• Find scalars c1, c2, and c3 such that 

(u1, u2, u3) = c1(1, 2, 3) + c2(0, 1, 2) + c3(−2, 0, 1) 

= (c1 − 2c3, 2c1 + c2, 3c1 + 2c2 + c3) 

26



Example 

• Show that the set S = {(1, 2, 3), (0, 1, 2), (−2, 0, 1)} 
spans R3.

• Find scalars c1, c2, and c3 such that 

(u1, u2, u3) = c1(1, 2, 3) + c2(0, 1, 2) + c3(−2, 0, 1) 

= (c1 − 2c3, 2c1 + c2, 3c1 + 2c2 + c3) 
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Example 

S = {(1, 0,0) , (0,0,1)}       (x,y,z) 
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Testing for Linear Independence 
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c1 = c2 = c3 = 0. So, S is linearly independent 
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Two vectors u and v in a vector space V are linearly dependent if and only if 

one is a scalar multiple of the other. 
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Basis for a vector space 

Example
S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} is a basis for R3

S is the standard basis for R3. This can be generalized to 

n-space 
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Example: A Nonstandard Basis for R2

• S = {(1, 1), (1, −1)} 

• Homework: prove it!
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Only one of the conditions will suffice!
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Proof: Assume that a vector u has two representations: 

which means that ci = bi for all i = 1, 2, . . . , n, and u has only one 

representation for the basis S. 
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n: dimension of v
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Coordinates and Change of Basis 

• In Theorem 4.9, you saw that if B is a basis for 
a vector space V, then every vector x in V can 
be expressed in one and only one way as a 
linear combination of vectors in B. 

• The coefficients in the linear combination are 
the coordinates of x relative to B. 

40

How can we find the coordinate of point P with regard to this new basis?
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• For the vector x = (x1, x2, . . . , xn), the xi’s are the 
coordinates of x relative to the standard basis S for 
Rn. 
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Find the coordinate matrix of x = (−2, 1, 3) in R3 relative 
to the standard basis 
S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. 
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Find the coordinate matrix of x = (−2, 1, 3) in R3 relative 
to the standard basis 
S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. 
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Finding a Coordinate Matrix
Relative to a Standard Basis 

The coordinate matrix of x in R2 relative to the (nonstandard) 
ordered basis B = {v1, v2} = {(1, 0), (1, 2)} is 

Find the coordinate matrix of x relative to the 
standard basis B′ = {u , u } = {(1, 0), (0, 1)}. 
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The coordinate matrix of x in R2 relative to the (nonstandard) 
ordered basis B = {v1, v2} = {(1, 0), (1, 2)} is 

Find the coordinate matrix of x relative to the 
standard basis B′ = {u , u } = {(1, 0), (0, 1)}. 

solution 
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Finding a Coordinate Matrix
Relative to a Nonstandard Basis

• Find the coordinate matrix of x = (1, 2, −1) in R3

relative to the (nonstandard) basis

B′ = {u1, u2, u3} = {(1, 0, 1), (0, −1, 2), (2, 3, −5)}

x = c1u1 + c2u2 + c3u3

(1, 2, −1) = c1(1, 0, 1) + c2(0, −1, 2) + c3(2, 3, −5)
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Homework

• Given a set of N points in R2 B = {v1, v2} = {(1, 0), (1, 2)} , 
transfer them to their coordinates with standard basis and 
visualize the two set 

• Given the standard coordinates, how can you transfer them 
back to the space with basis B = {v1, v2} = {(1, 0), (1, 2)}

• See Section 4.7 of the book for every arbitrary B and B’
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CHANGE OF BASIS IN Rn

• Finding a Coordinate Matrix Relative to another 
Basis (standard or non-standard)

• Given the coordinates of a vector relative to a basis B 

• Find the coordinates relative to another basis B′ 

• General formulation? 
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If B is the standard Basis
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General formula 

Transition matrix 
from B′ to B

coordinate matrix 

of x relative to B
coordinate matrix 

of x relative to B’
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Change of Basis from B to B’
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Change of Basis from B to B’
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Example 
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Generalization 
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Generalization 
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Proof (read it at home)
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Proof (cont.)
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Proof (cont.)
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Proof (cont.)
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Proof (cont.)
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Example of finding P (B  B’)
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Example of finding P (B  B’): Solution

• Rewrite [𝐵′ 𝐵] as [𝐼3 𝑃−1] using Gauss-Jordan 
Elimination 
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Example of finding P (B  B’): Solution

• Rewrite [𝐵′ 𝐵] as [𝐼3 𝑃−1] using Gauss-Jordan 
Elimination 
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Summary

• Vector space

• Basis for a vector space

• Coordinates and Change of basis 
• Not necessarily orthogonal
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Where can we use this? 
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Any Question? 
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